
RoboFEI 2016 Team Description Paper

Fernando Rodrigues Jr., Danilo Pucci, Caio Schunk, Caio Braga José, Thiago
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Abstract. This paper presents the current state of the RoboFEI Small
Size League team as it stands for RoboCup Small Size League compe-
tition 2016, in Liepzig, Germany, as well as works that are still under
development. The paper contains descriptions of the mechanical, elec-
trical and software modules, designed to enable the robots to achieve
playing soccer capabilities in the dynamic environment of the Small Size
League.

1 Introduction

For the RoboCup 2016, RoboFEI team intends to use basically the same elec-
tronic project that has been used over the last years, with minor modifications.
The Mechanical design is being revised and new prototypes were put to test.
The most important changes has been made in the intelligent control system. A
new layer was integrated in the hierarchical decision model in order to allow the
team to perform complex tasks. It will enhance the intelligent system to decide
which kind of action to take and also analyse if the task has succeed or failed
against an opponent team. We intend to let the team more flexible to automat-
ically determine which kind of task is better or worse than others in accordance
to the opponent team.

2 Electronic Design

Since RoboCup 2014, RoboFEI’s team released it’s current electronic design as
open source to the community. All the schematics, layouts and firmware are
available online, under a Creative Commons license, in RoboFEI’s open-source
repository

The electronic design has been used for the last years and received few mod-
ications since reached desired performance and stage of development.

RoboFEI’s eletronic consists of two boards. The main board (Fig 1) is respon-
sible for the embedded software for robot control and processes all information
regarding the robot’s movement. More details about design can be found in [3].



Fig. 1. The RoboFEI main board.

3 Mechanical Design

In compliance with the SSL rules, the height of the robot is 148 mm, the max-
imum percentage of ball coverage is 15% and the maximum projection of the
robot on the ground is 146 mm.

Table 1. Robot’s Mechanical Specifications.

Height 148 mm

Weight 2,6 kg

Percentage of ball coverage 15%

Main Material 6000 series Aluminium Alloy

Roller bar material Polyurethane (PU):
Hardness of 20, 25 and 30 Shore A

Driving motor Maxon EC-flat 45 50W

Gear ratio 3:1

Dribbler device motor Maxon EC-Max 22 25W

Solenoid Plunger material SAE1020 steel

Solenoid coil AWG21 wire

The current robot uses a 6000 series aluminum alloy as main material, the
factor hardness/weight has a good relation and less frequent part replacements
are needed. Wheel axes and the small rollers of the omni-directional wheels are
exposed to severe stress thus are made of stainless steel instead. Nylon is found
in battery’s supports due to electrical isolation and its lightweight.

The Robot weighs about 2.6kg and the general design could be seen on Fig
2.

This year’s works on our robots mechanical sector consisted in evaluating
the changes made to the project on the last year, as well as implementing and
testing the new roller and chip kick prototype.



Fig. 2. The RoboFEI robot.

3.1 Wheel Shaft design and Encoder Alignment

The main modifications on mechanical parts, as were shown on our last year’s
TDP [4], have proven to be quite efficient. The new built-in flange wheel shaft
design (Fig 3(a)) haven’t required any further maintenance after installed and
was even easier to assemble than the previous design.

The new encoder’s support and alignment system (Fig 3(b)) was able to pro-
vide a better fixation to the set, however, its real impact on the amount of main-
tenance needed to provide precise odometric information is questionable. Since
installed and tested on the robot, the new system required maintenance fewer
times when compared to the old system, even so, when misalignment problems
occurred, they were more complex and laborious to solve than with the older
(and more simple) parts.

(a) Built-in Flange (b) Current encoder assembly

Fig. 3. New Wheel Shaft and Encoder Support.



3.2 Roller and Chip Kick Prototype

Since last year we were working on ways to improve our ball handling through
modifying the dribbler mechanism, and the following design was made 4. When
tested for the ball’s impact dampening, it performed slightly better than the
current mechanism, but there’s still room for improvement.

Fig. 4. The new Dribbler Mechanism

Together with this modified dribbler mechanism, we also tested the new chip
kick system, which was redesigned to minimize mechanical stress on the parts.
The increase in the lever arm length (see Figures 5(a) and 5(b)) achieved that
goal and now the chip kick is working under acceptable tension levels.

(a) Old Chip Kick (b) New Chip Kick

Fig. 5. Older and Newer Chip Kick Parts

The force applied by the solenoid plunger when colliding with the chip kick
generates a torque. This torque is in fact what launches the ball and makes the



chip kick reach its end of course, and by doing so, creating a force reaction on
the bracket that holds it. Torque is defined by the equation:

T = F ∗ d (1)

Where F is the force applied and d is the distance between that force applica-
tion line and the center of rotation of the object, called lever arm. Therefore, the
closer the reaction point on the bracket is from the chip kick shaft, the greater
will be the force exchanged between both.

On the new chip kick, besides the bigger lever arm distance, the contact
surface is larger and flat, resulting in a better force distribution, as we can see
on Figures (6) and (7).

Fig. 6. Old Chip Kick Diagram

Fig. 7. New Chip Kick Diagram



4 Software Development

Since the beginning of November 2015 we have been working on a new layer of
abstraction between the two lowest layers already used in our strategy module
(Skills and Primitives) [3]. This new layer is called task layer.

The task layer intends to comprise complex actions by taking two or more
primitives together and to allow some plan of actions. It is possible to define en-
rollments of robot’s actions more precisely like define that if a robot is scheduled
to perform a pass, others robots must be positioned in order to receive the ball.
More complex tasks of actions can also be made like a sequence of actions (plan)
for multi-robots or either some pre-coordinate moves to fool the opponent.

In resume, the new task layer will make use of Primitives in order to create
multi-purpose actions. These actions can also be used and joined to create further
complex actions and so forth. At any point, the Skills layer may apply the
instructions contained in one or more such tasks for actually controlling the
agent.

This layer is only the first step for a general scheme of adaptative game we
intend to develop in RoboFEI Team, described below.

4.1 Adaptative and Learning Systems

In order to adapt the game style of RoboboFEI Team according to the opponent,
we must create a supervisory layer that will be responsible for take decisions like
decides which tasks a specefic robot can perform. In fact, the supervisory layer
is an adaptative supervised that will analyse which task has succeed or not with
the opponet team.

The supervisory system, besides monitor the performance of the tasks as-
signed to each robot, it also chooses and applies tasks with higher success rate
during a match (fig 8. It is hoped, therefore, that the team begin to adapt itself
to the playing style of opponents gradually, avoiding actions and tasks already
foreseen by the opponent, and apply actions and tasks that the opponent is more
difficult to detect.

This decision process is part of an entire system that aims to provide more
experience analysis to RoboFEI Team. Besides a decision of what task must be
performed, the system can also detect the game mode of the opponent.

A machine learning system coupled to the supervision system should extract
information about the opposing team and their style of playing in order to predict
in advance what the best mode of playing to apply. This data will be extracted
from sets of records of each team (logs) and it will be used to detect high level
skills of opponent robots as well as to classify the team as its game mode. De-
fensive mode, attacking mode, individual game mode, collaborative skills mode,
are some examples of game mode of playing of a team.

This whole decision-making system is under development. Part of it will be
tested and used in the RoboCup 2016 and improving will be done over the next
RoboCup’s. The idea of getting the opponent’s information is not new, and it can
be found in the literature over the last decade [2] [5] [6]. However, the approach



Fig. 8. Relation of Skill and tasks with success rate

that we apply shall allow us to integrate existing techniques and ranks each
team as your game mode, chooses the best tasks a priori and adapts or redefines
which tasks are better during a game playing in real time. The development of
RoboFEI Team follows the layers defined by [1] as shown in figure 9.

where:

1st layer: robot hardware and its control, such as speed of the motors and
sensors;

2nd layer: enhances the decision making level based on parameters from the
sensors, PID control;

3rd layer: has the ability to detect the presence of the ball, its position and
defines the functions that should be done with the possession or not the ball;

4th layer: known as the Strategy layer, this layer contains team playing pat-
tern and the role of each member;

5th layer: responsible for detecting and consider the robot proximity of the
opposing team within the defense field and the opposing team is in possession
of the ball;

6th layer: contains the team configuration, the style of play and their initial
training. This layer is responsible for adapting the game strategy during the
match;

7th layer: responsible for saving the match for future study and simulations
to help the team to find the best strategy against opponents with common
strategies.

The current state of the team is in 5th Layer. All the new structure of the
software described here is letting the team to seek the 6th and 7th layers for the
next years.



Fig. 9. Layers of development of a Robot Soccer Team from [1]
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